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A FOIA FOR FACEBOOK: MEANINGFUL TRANSPARENCY FOR ONLINE PLATFORMS

MICHAEL KARANICOLAS*

ABSTRACT

Transparency has become the watchword solution for a range of social challenges, including related to content moderation and platform power. Obtaining accurate information about how platforms operate is a gatekeeping problem, which is essential to meaningful accountability and engagement with these new power structures. However, different stakeholders have vastly different ideas of what robust transparency should look like, depending on their area of focus. The platforms, for their part, have their own understanding of transparency, which is influenced by a natural drive to manage public perceptions.

This paper argues for a model of platform transparency based on better practice standards from global freedom of information or right to information systems. The paper argues that moves by platforms to assume responsibility over the truth or falsity of the content they host and amplify justifies a shift in how we understand their obligations of transparency and accountability, away from traditional self-reporting structures and towards a quasi-governmental standard where data is “open by default.” This change in posture includes creating a mechanism to process information requests from the public, to accommodate the diverse needs of different stakeholders. The paper also suggests establishing a specialized quasi-independent entity (a “Facebook Transparency Board”) which could play a role analogous to an information commission, including overseeing disclosure decisions and acting as a broader champion of organizational transparency. Although these changes represent a significant conceptual shift, they are not entirely unprecedented among private sector entities whose role includes a significant public function, and the paper notes a number of examples, such as the Internet Corporation for Assigned

Names and Numbers’ Documentary Information Disclosure Policy, which could serve as a model for the platforms to follow.
INTRODUCTION

These days, everyone seems to be a fan of transparency. Politicians of every political stripe are keen to preach their belief in it, regardless of whether the rhetoric matches their actual record. From marketing to healthcare, to journalism, transparency has become a buzzword for solving just about every problem. Calls for transparency are a ubiquitous feature of debates around content moderation. For their part, the major platforms at the center of these conversations have been keen to tout their own belief in the benefits of transparency, and the unprecedented investments they are making toward this goal. It’s a curious thing: if everyone is so committed to transparency, why do people keep complaining about a lack of transparency?


“Transparency,” as it turns out, is a pretty flexible concept, which means different things to different people, and which can be twisted in any number of directions. For anti-corruption watchdogs, transparency means being able to trace flows of cash, particularly when they involve people in positions of power. For authoritarians, transparency can mean being able to monitor the activities of their political opponents, including those trying to expose corruption. Both definitions have an internal logic to them, though they are rooted in diametrically opposed value structures.

Debates around transparency in the content moderation space have been ongoing for years. However, they gained new prominence over the course of 2020, as the Covid-19 pandemic, along with conflict accompanying the 2020 U.S. election, finally broke a long-running impasse over the role of platforms in the public discourse, and, in particular, the companies’ responsibility to vet the truth or falsity of the content they host and amplify.

This Article considers the implications flowing from platforms’ pivot towards stronger intervention against misinformation, and argues for a shift in how we understand their obligations of transparency and accountability, away from traditional self-reporting structures and towards a quasi-governmental standard where data is “open by default.” In particular, the Article calls for transparency structures that are modeled on freedom of information legislation (otherwise known as the right to information), such that the platforms would operate under a presumption that information should be open and accessible to the public, subject to narrowly constructed exceptions to protect legitimate interests.


Part I of this Article proceeds by tracing the platforms’ evolution from a relatively hands-off approach to the current posture as de facto stewards of the global public discourse. Part II considers the implications of this shift, and the failure of traditional transparency models, to argue that the platforms’ role carrying out an essentially public function of managing the public discourse, combined with the collective interest in robust public oversight, justifies a quasi-governmental standard of transparency for their content moderation operations. Part III discusses freedom of information and right to information rules, and introduces a model for applying these standards to private sector platforms. Part IV concludes.

I. GUN-SHY AUTOCRATS

Barely a decade ago, Google made news for refusing to remove obscene webpages from the results of search queries for Republican politician Rick Santorum, claiming that such a direct intervention would be antithetical to their role as a conduit for third-party content.16 The company insisted that the material they hosted was merely “a reflection of the content and information that is available on the web,” and that such direct action would be inappropriate, except where the content at issue was plainly illegal.17

Today, such a laissez-faire approach would be unthinkable, as tech platforms have shifted from “the free speech wing of the free speech party”18 to a much more nuanced understanding of their role and responsibilities with respect to the content they host.19 However, even as platforms have demonstrated a reasonable willingness to combat child-sexual abuse material

hate speech,21 and even “terrorist speech,”22 policing false speech, or misinformation, has traditionally been the third-rail of content moderation.23 In part, the reticence to branch into this space may be attributable to the companies’ traditional connection to American constitutional values, which are comparatively protective of the right to speak falsely.24 However, this stance may also be understood as a political calculation, in response to the potential blowback from taking positions on what is or is not misinformation.

Content moderation at scale is hard, and inevitably results in errors, both in terms of potentially rule-breaking content which goes unnoticed (false negatives), and in terms of acceptable content which is wrongly flagged (false positives).25 Moderation systems can be calibrated so that they err more on one side or another, but a certain amount of “by-catch” is inevitable, particularly as much of the process is either carried out by automated systems, or by human reviewers who are often underpaid, and inadequately trained for the difficult and contextual policy-interpretation exercises they face.26 Although the major platforms have instituted various appeals structures aimed at rectifying erroneous moderation decisions, most notably the Facebook Oversight Board, the massive scale on which these decisions must be made effectively precludes a meaningful standard of review for most decisions, meaning that all categories


24. See, e.g., United States v. Alvarez, 567 U.S. 709, 716 (2012). These protections are not absolute, of course, and there are a number of constitutionally valid restrictions which apply to false speech, from defamation, to false advertising, to financial misrepresentations.


of moderation necessarily lead to collateral damage. However, there are practical differences in how the consequences of these decisions manifest.

In the context of child-sexual abuse material, for example, adverse moderation decisions that are based on false-positives either fly under the radar, or attract little mainstream sympathy. A similar point might be made about the platforms’ increasing hardline against “terrorist speech.” Although these restrictions have had a significant adverse impact against Arabic-speakers, with real and harmful consequences for journalists and civil society voices who operate in more repressive parts of the world, their impacts are nonetheless relatively far-removed from the core political constituencies which are the main focus of platforms’ attention.

On the other hand, the question of addressing “misinformation” or “fake news” as a standalone harm drags the platforms into a morass of definitional and practical challenges. The problem will be apparent to anyone familiar with how the term “fake news” has morphed in U.S. politics, and is now commonly used by a segment of the population to dismiss any narrative which they find problematic. The drift in usage to suit political convenience is typical of the

---


28. See, e.g., Justin Paine & John Graham-Cumming, Announcing the CSAM Scanning Tool, Free for All Cloudflare Customers, CLOUDFLARE BLOG (Dec. 18, 2019), https://blog.cloudflare.com/the-csam-scanning-tool/. This blog from Cloudflare takes for granted that false positives are “the lesser evil.” The authors frame the challenge of false positives from their own CSAM scanning system not in terms of any harm to legitimate speech, but rather as a technical requirement to avoid overtaxing the reporting resources.


history of “false news” and “misinformation” restrictions, which have traditionally been a weapon for authoritarians to target critical journalists or civil society opponents. In the absence of a generally accepted set of human rights standards, platforms seeking to police “misinformation” face the conceptually difficult task of trying to define when garden-variety lies rise to a threshold where moderation actions are justified. One assumes that platforms have no interest in being in the business of scrutinizing every user who fibs about their height, or their CV, or whether they actually went to a particular restaurant. So when does a lie, or a genuinely expressed false statement, become “misinformation”?

Applying these questions to the political dimension opens an additional can of worms, given that politicians, in general, are expected to be flexible in massaging or curating facts to seek their chosen narrative, or to hype their own accomplishments, or to diminish those of their opponents. Determining when normal political spin crosses over into the territory of lying is a difficult and controversial task, and one which is open to debate and interpretation. At times, the truth itself can shift under our feet, transforming a particular narrative from being “misinformation” to being a reasonably posited theory. Given that imposing a broad rule against false speech, or even against misinformation, would necessitate the platforms inserting themselves into enormously controversial political debates on a daily basis, it is easy to understand why the companies took such pains to steer clear of acting as “arbiters of truth.”

The platforms’ relatively dismissive attitude towards misinformation even persisted past the two watershed events in 2016 that served to galvanize public consciousness around the threat of “fake news,” namely the U.S. election of that

Evidence of a change in tone began to manifest in 2018, at least with regard to misinformation related to foreign election interference. However, the real shift came with the Covid-19 crisis, as high profile complaints about an “infodemic” around both the virus and the vaccine helped to crystalize the harms that flow from online misinformation. YouTube, which historically exercised a strong preference towards keeping false material up, announced in April 2020 that its policy for Covid-19 would be to remove anything which was “medically unsubstantiated” according to World Health Organization recommendations. Facebook similarly strengthened enforcement of misinformation policies in relation to the pandemic. Twitter introduced a number of measures including an expanded definition of harmful content in its Terms of Service. The disputes around the 2020 U.S. election, and the aggressive response of platforms to purge accounts promoting the “big lie” of widespread fraud, further solidified this stance.

Although many of the formal policy changes at platforms were specifically directed against these two crises, there is a common mission creep associated with stronger moderation postures. Once platforms demonstrate a willingness, and an ability, to moderate aggressively against a particular type of content, it becomes more difficult to hold the line against pressure to target other parallel examples of problematic speech.


44. Rosen, supra note 38.


While there have been arguments for years that the platforms should be subjected to greater scrutiny and accountability, the recent shift into taking a more active stand against misinformation is notable for two reasons. First, as noted earlier in this section, determinations around what constitutes “misinformation” are far more challenging to implement than, say, a ban against nudity. Although the latter can be the subject of controversy and debate, “misinformation” is a far more inherently contextual category, which therefore creates a greater impetus for consultation and public dialogue in determining how to apply the rules against particular types of content. This includes not only assessing the veracity of a claim, but also considering its dissemination and likely impact. As a result, the change in posture means that platforms face a heightened impetus to seek robust and continuous stakeholder feedback into their moderation decisions, in order to ensure that they are making the right calls in addressing such controversial and heavily localized questions.

Second, there is an argument that moderation functions targeting “misinformation” are categorically different than moves to remove pornographic content, or harassment, insofar as these push the platforms into the center of political and public policy debates. While content moderation has, to a greater or lesser degree, been a feature of the platforms’ operations virtually throughout their history, they have traditionally been relatively gun shy about targeting political speech, or being seen to insert themselves directly into the political discourse. Now that ship has sailed, and there is a significantly heightened public interest in tracking and monitoring their operations, with a concomitant need to reconsider their obligations to be accountable to their users and, more generally, to the public at large, for the type of moderation structure they are enforcing, and the impact of these decisions on the political discourse.

II. “WHO ELECTED YOU?”

The enormous expansion of platforms’ power and influence has had a profound impact on the regulatory dynamic surrounding freedom of expression. In response, there have been a range of proposals for resolving the inherent accountability deficit underlying the platforms’ role in managing and curating the online discourse, from models based around traditional public


service media, to modifying common carriage rules, to calls for the largest platforms to be broken up or even nationalized. However, while a stronger role for governments in this space may seem like an intuitive solution to the existing accountability deficit, this would not be a practical option.

Many progressive democratic governments, including the United States, have constitutional rules which would preclude them from moderating content the way that platforms do. Debates around content moderation generally do not revolve around material which is actually illegal, and where platform takedowns are relatively uncontroversial, but rather focus on “awful but lawful” speech. “Misinformation” is a perfect example here, given that much of this category of speech would be constitutionally protected in the United States. A number of other courts around the world have rejected government efforts to prohibit content on similar grounds.

There are good reasons underlying the reticence against allowing governments to aggressively police false speech, insofar as these laws, where they exist, are routinely used to jail journalists, opposition critics, or anyone else whose narrative runs counter to the official government line. The platforms’
status as private entities, operating at arm’s length from governments, is what allows them greater freedom to act against harmful content which is constitutionally protected. A stronger direct role for governments in enforcing content restrictions would necessarily result in less aggressive moves to curate the discourse, particularly to promote integrity and veracity, which are challenging areas for governments to wade into.

In the absence of a credible alternative to having the platforms carry out this moderation function, attention has focused on pushing for improved governance at the companies themselves and, in particular, on expanding the transparency and accountability of platforms’ decision-making. The most ambitious proposals have emanated from Europe. In particular, the proposed EU Digital Services Act (“DSA”) includes requirements for platforms to publish more information about content moderation structures as part of their Terms and Conditions, as well as additional reporting requirements, including with regard to their risk mitigation efforts around misinformation, and an obligation to provide data access to vetted researchers. These would build on the existing European Commission Code of Practice on Disinformation, which also includes commitments on transparency in political advertising, and on national frameworks, particularly Germany’s Netzwerkdurchsetzungsgesetz (“NetzDG”), which requires reporting on a range of parameters related to the takedown of illegal material. All of these regulatory measures are in addition to the proactive transparency reporting which has, by now, become an industry standard, and which is continuously expanding.

The default towards increasing transparency to improve the legitimacy and accountability of content moderations systems is logical on a number of levels. First, content moderation systems are heavily dependent on third party oversight, both to flag problematic content and, more broadly, in order to drive structural improvements by noting where the system is failing to perform as advertised. This last point has been a consistent feature of private sector content moderation efforts, whereby civil society watchdogs have traditionally had to


rely on media attention and public relations threats in order to push for substantive change. However, the ability of third parties to play this oversight role is necessarily dependent on their ability to access accurate and comprehensive information about how the systems are functioning. While this dynamic has been in place for years, the pivot towards policing more locally contextual and political forms of speech, particularly misinformation, leads to a much greater need for substantive outside oversight over platforms’ operations, particularly in markets which are further removed from their main geographic areas of focus (i.e. anywhere outside of North America and Western Europe).

At the very least, an accurate understanding of how moderation systems operate is a necessary precondition to offering meaningful feedback on their efficacy. Transparency is also a typical avenue for generating public trust, and for fostering perceptions of legitimacy. Jonathan Zittrain has described the current era of digital governance as being defined by a need to develop robust procedural standards for settling controversial questions. Transparency is at the center of this challenge, since even an exceptionally robust and thoughtful decision-making process would be meaningless towards building legitimacy if it were not accompanied by an effective avenue for allowing the public to see and understand it. The inverse to this is also true, insofar as the absence of information about how decisions are made can generate theories of bias, discrimination, or conspiracy as to the reasons for an adverse decision. A recent study noted persistent confusion among the subjects of moderation decisions, which naturally degrades trust and belief in the integrity of these systems.


68. Of course, suspicions of algorithmic bias can also be well founded. This is not to suggest that bias does not exist in content moderation structures, but rather that, in the absence of accurate and comprehensive information, it is impossible to discern where instances of genuine discrimination are or are not manifesting.

However, there is a key structural problem which underlies all of the recent efforts to promote transparency in moderation structures. At the most fundamental level, transparency reporting relies on companies’ messaging arms to provide a window into how they are operating. For outsiders, there will always be a challenge connected to this, insofar as the public will never be certain as to whether the results they receive present a complete, accurate, and unvarnished picture of what is actually going on. One particularly notorious example in this regard is from the Global Network Initiative (“GNI”), which faced a significant challenge following leaks regarding the extent of platforms’ collaboration with government surveillance systems. Though the GNI continues to operate and, by most accounts, provides a valuable and useful service in bringing civil society, academic, and industry voices to discuss issues of common concern, there remains significant controversy about what level of collaboration actually took place, despite the GNI requirements for regular and independent audits on precisely this kind of question.

A related challenge with transparency reporting is that it often fails to adequately deliver the content or formats of information which are useful to researchers, or other stakeholders who are seeking to use the material to carry out independent oversight over the platforms’ activities. Ivar Hartmann, in a recent paper published by the Wikimedia/Yale Law School Initiative on Intermediaries and Information, noted the challenges in obtaining meaningful data around online advertising, due to the incomplete and inconsistent nature of disclosures across the different platforms’ ad libraries. There have been similar criticisms against the transparency reports published in under Germany’s

---

70. The possible exception to this is the DSA’s new requirement to provide outside researchers with direct access to the platforms’ data, though the devil will be in the details.
74. Declan McCullagh, NSA surveillance retrospective: AT&T, Verizon never denied it, CNET (June 12, 2013), https://www.cnet.com/news/nsa-surveillance-retrospective-at-t-verizon-never-denied-it/. In 2016, the author also received direct feedback to a piece he had published from a representative of one of the companies, claiming the NSA slides depicting industry collaboration were being taken out of context, and denying that there had been significant collaboration. The author has no means of assessing the veracity of these claims, and this interaction is only mentioned in the context of establishing the platform’s position vis-à-vis the Snowden disclosures.
Researchers have complained that the mandatory public audits published under the auspices of the Federal Trade Commission (“FTC”) are “so vague or duplicative as to be meaningless.”\(^{77}\) Internationally, the situation is even more challenging, as researchers, particularly from the developing world, face a constant struggle to find accurate data regarding how policies are being implemented, or even which policies are operative in a particular region.\(^{78}\)

The challenges in obtaining meaningful transparency through existing disclosure regimes are particularly relevant in the context of parallel moves, by the platforms, to insulate themselves from other forms of internal and external accountability. This includes implementing aggressive counter-measures against tools designed to study their operations.\(^{79}\) Even the platforms’ internal governance structures are designed, in many cases, with an eye to curtailing meaningful oversight. While traditional understandings of corporate governance rely on shareholders to exercise some level of oversight over the company’s direction, two of the biggest online platforms operate under a dual-class share structure which effectively insulates senior management from any meaningful accountability to shareholders.\(^{80}\) Similarly, a number of platforms, particularly Facebook, have the same person acting as CEO and as Chair of the Board, effectively making that person accountable to themselves.\(^{81}\) These governance choices are ill-advised in any corporate context, but are particularly problematic given the enormous public importance of the role that platforms play.\(^{82}\) The
reflexive use of non-disclosure agreements adds yet another layer of opacity to the platforms’ operations, as do moves to target internal whistleblowers.

The end result of all of this is that, for all their talk of transparency, the platforms have managed to insulate themselves from meaningful independent oversight “through code and through contract.” What is needed is a major reconceptualization of what transparency means in the context of these entities. Rather than relying on the platforms’ largesse in delivering scraps of information, this paper argues for an approach to transparency based on best practices from the public sector and, in particular, that information about moderation structures should be “open by default.” At its core, this requires substantial design changes in how information is managed at the platforms and a mechanism to connect information queries from the public to responses from the platforms: a FOIA for Facebook.

III. A FOIA FOR FACEBOOK

A. The Right to Information

The Internet age has provided enormous opportunities for advocates of open and transparent government. Digital technologies allow information to be stored, sorted, reproduced, and delivered at a level of speed and efficiency that would be unthinkable a generation ago. These transformations have, in turn, redefined citizens’ relationship with data about the entities which govern their lives, both in terms of their capacity to use and process the information, and in terms of their expectations regarding its availability. In democracies around the world, governments are implementing frameworks where information that they hold is “open by default,” meaning that all government information should

84. Issie Lapowsky, For Big Tech whistleblowers, there’s no such thing as ‘moving on’, PROTOCOL (Apr. 15, 2021), https://www.protocol.com/big-tech-whistleblowers.
86. See, for example, the first principle of the International Open Data Charter. PRINCIPLES, OPEN DATA CHARTER (2015), https://opendatacharter.net/principles/.
be treated as accessible to the public, either through proactive disclosure or via information requesting mechanisms. This idea is at the core of most modern right to information legislation, and a foundational principle underlying the recognition of the right to information as a human right.

In practice, freedom of information or right to information legislation grants the public with a broad ability to either request specific documents that are in the hands of an agency to which the law applies (for instance, a copy of the budget for the previous fiscal year), or to formulate a question to which the agency must respond (for instance, “what proportion of police stops target visible minorities?”). This right of access is generally interpreted broadly, at least in the context of progressive laws. However, the right of access is not absolute, and right to information or freedom of information laws will generally include a list of categories of material which may be legitimately withheld from the public, or which should be released in redacted form, such as information whose disclosure would be harmful to law enforcement, national security, or the privacy of a natural person.

Due to the political sensitivity that often accompanies information requests, another core principle of the right to information is that these systems should be administered with as much independence as possible, including through creating separate, specialized offices to handle requests and, ideally, an independent administrative oversight body to hear appeals against cases where information may have been wrongly withheld.

Right to information or freedom of information laws were recognized as one of the main precepts of good administration as early as 1996, and provide a number of key benefits to the institutions which enact them. These include promoting trust in institutions and improving their relations with the public. There is also evidence tying the implementation of freedom of information and

90. As of June 2021, twenty-four national governments and sixty-one cities and local governments have endorsed the International Open Data Charter, supra note 86, which includes a core commitment to making information open by default.


93. Id.


95. MENDEL, supra note 92, at 38.


right to information legislation to better administrative processes, by imposing greater discipline and rigor, and focusing decision-makers’ minds on the need to be thorough and consider all relevant factors.\(^{98}\) Right to information and freedom of information legislation, where it exists, has also been employed as a key tool to rectify past wrongs or harms, such as human rights abuses.\(^{99}\) Similarly, it has become a critical avenue for exposing (and thereby providing an opportunity to rectify) mismanagement and corruption.\(^{100}\)

A key element underlying all of these benefits, which sets the requesting process apart from other forms of disclosure, is that it fosters a dialogue between the agency and the public, as opposed to the one-way flow of curated information that typifies most other transparency processes. Allowing external observers to request information on their terms and ask questions pulls the narrative in a direction which is more difficult for the agency to curate and control, providing a clearer avenue to illuminate emerging problems, including those which may not be evident to the agency itself.\(^{101}\) This supports institutional trust because, although the exposure of problems may be harmful to public perceptions in the short term, a widespread confidence that structural problems will be brought to light and addressed leads to improved attitudes regarding the integrity of the organization.\(^{102}\)

**B. The Right to Information and the Private Sector**

Considering the scope and nature of benefits associated with a robust right to information or freedom of information system, it is surprising that there has been little academic attention paid to the possibility of applying such a framework to the context of online platforms, especially given the pressing need that these companies face to generate institutional trust (not to mention remedy


the harms they have previously been connected to).\textsuperscript{103} Part of the reason for this may be that right to information or freedom of information systems are generally associated with governments, rather than private sector actors.\textsuperscript{104} However, while the main applicability of right to information or freedom of information laws are in the context of public sector institutions, there are a growing number of commercial and non-governmental entities which are subject to similar requirements.

The most obvious are state-owned enterprises, which are frequently subject to the same transparency standards as governments, including a requirement to respond to right to information requests.\textsuperscript{105} In at least ninety-seven countries, right to information or freedom of information laws extend even further and apply to some purely private sector entities, either because these entities receive or manage significant public resources or because they carry out a “public function.”\textsuperscript{106} The definition of this latter category varies among the different laws, and can include, for example, the delivery of education, health, water, social services, or any other function that is contracted out from the government, or whose operations relate to the exercise of constitutional rights and freedoms, or which is otherwise undertaken as a natural monopoly.\textsuperscript{107} This is relevant to note not only insofar as it illustrates the broad compatibility between right to information rules and private sector entities, but also because, across much of the world, there is at least a colorable argument that existing right to information legislation already applies to the major online platforms in the context of their local operations, though it is unclear whether this has ever actually been tested.

In addition to instances where private sector entities have been brought under the umbrella of government right to information rules, there are a number of examples of independent entities which have established their own quasi-right to information structures, either because their activities intersect closely with core public interests, or in order to fulfil a perceived need to cultivate public legitimacy in their operations.\textsuperscript{108} The Internet Corporation for Assigned Names and Numbers (“ICANN”), a California-based not-for-profit public-benefit


\textsuperscript{104} Alasdair Roberts, Structural Pluralism and the Right to Information, 51 U. TORONTO L. J. 243, 244 (2001).


\textsuperscript{107} Id. (with particular reference to the entries for Armenia, South Africa, Rwanda, Sri Lanka, Ukraine, Kazakhstan, Kenya, and Kyrgyzstan).

\textsuperscript{108} See, e.g., Bylaws for Internet Corporation for Assigned Names and Numbers, ICANN § 1.2 (Nov. 28, 2019), https://www.icann.org/resources/pages/governance/bylaws-en.
corporation which coordinates the global domain name system, has its own requesting mechanism which is roughly analogous to a governmental model.\textsuperscript{109} The Documentary Information Disclosure Policy ("DIDP") allows members of the public to request information concerning ICANN's operational activities "unless there is a compelling reason for confidentiality," as enumerated in the organization's "Defined Conditions for Nondisclosure."\textsuperscript{110} These include a number of exceptions which run parallel to what one might find in a typical right to information law, such as for attorney-client privilege, information "likely to endanger the life, health, or safety of any individual," or information from vexatious requesters.\textsuperscript{111} However, there are also some exceptions which are specific to ICANN's unique position, such as information regarding "changes, modifications, or additions to the [Internet's] root zone."\textsuperscript{112}

A number of international financial institutions, particularly development banks, also have their own mechanisms for facilitating public requests.\textsuperscript{113} For the most part, these too tack roughly to what one might expect from a governmental right to information system, including the ability to receive requests from any member of the public, a presumption of openness, and a limited and specific list of exceptions where information may be refused based on enumerated harms that are likely to flow from disclosure.\textsuperscript{114} As with ICANN, there are a number of exceptions within these access to information policies that are tied to the banks' unique context, particularly concerning financial or other commercially sensitive information.\textsuperscript{115}

To sum up, although most right to information or freedom of information systems apply primarily to the public sector, there are a number of instances where private sector commercial entities incorporate a similar presumption of openness into their functions, alongside a broad public right of access. This can either be because they have been compelled by law to adopt this posture, or

\textsuperscript{110} Id.
\textsuperscript{111} Id.
\textsuperscript{112} Id.
\textsuperscript{115} See e.g., WORLD BANK, supra note 114, at § 17; INTER-AMERICAN DEV. BANK, supra note 114, at § 4.1(e), (f), (h).
because they have independently developed their own, bespoke mechanism for receiving access requests. Although there are, at present, no online platforms which incorporate a requesting mechanism into their operations, the structural and public benefits of the right to information are closely related to the current challenges associated with major platforms. These include gaps in public trust and accountability, a significant need to account for harms that have taken place, and more than anything else, a strong institutional imperative to boost the engagement of external stakeholders in their decision-making processes in order to prevent such harms from happening again, and to improve the targeting of moderation systems at the local level.

None of this is to suggest that the implementation of a presumption of openness, or of a requesting mechanism, would be an easy transition for the platforms. Real, meaningful transparency is always a difficult sell for the people being subjected to it. In the political realm, “transparency for thee but not for me” is a common aphorism. Opposition leaders often change course dramatically on the importance of transparency after they join the government or majority. Private sector corporations, which are naturally risk averse, may


balk at measures that open up politically sensitive processes to greater public scrutiny, or even to legal liability.\(^{122}\)

As a consequence, getting a system which dramatically reconceptualizes the scope of transparency at major online platforms would likely require some intervention from governments, either through indirect forms of pressure,\(^{123}\) or through a direct legislative mandate, as the European Union appears to be considering through their proposed Digital Services Act.\(^{124}\) In the American context, there are a number of existing legislative proposals which mandate greater transparency from platforms by tying these changes to intermediary liability protections, though as of yet, none contemplate a requesting mechanism as part of these changes.\(^{125}\) Moreover, such a regulatory move would likely attract a challenge on First Amendment grounds, alleging that it represented a form of compelled speech, whose outcome would be difficult to predict.\(^{126}\)

Ultimately, the focus of this paper is on exploring the policy-changes which necessitate a reconceptualization of how platform transparency is implemented, and on making the case for the benefits of a requesting mechanism as part of that recalibration. The specific political or advocacy process by which platforms might be cajoled into accepting such a significant operational reform is beyond the scope of this analysis. However, the next section considers how a requesting mechanism might be developed which adapts to the specific context in which the platforms operate, and which, as far as possible, mitigates potential objections to its implementation.

C. Developing a Framework for Implementation

Among the private sector entities which have implemented an information requesting mechanism, the procedures for access usually cleave closely to what one might find in a government-side freedom of information or right to information system. Typically, a member of the public merely needs to send a written query, usually via email or an automated electronic form, which specifies

---

122. Facebook’s pushback against even limited requests for data regarding its operations in Myanmar are a good illustration of this challenge. See Poppy McPherson, Facebook rejects request to release Myanmar officials’ data for genocide case, REUTERS (Aug. 6, 2020), https://www.reuters.com/article/us-myanmar-facebook-idUSKCN2521PI.


the document or information under request. Following receipt of the request, the entity commits to respond within a particular timeframe, often thirty calendar days or twenty business days, by either disclosing the information under request or informing the requester that they are withholding the information due to a particular exception to disclosure. The basic structure of the mechanism is relatively simple, though behind the scenes there is significant organizational and records’ management work that needs to take place in order for it to function effectively.

Given the massive public interest in the platforms’ operations, which likely far outstrips the level of engagement that entities like ICANN or the World Bank attract, there are likely to be additional concerns as to the scale of requests that these companies might need to deal with, particularly in the immediate aftermath of adopting a requesting policy. One potential avenue to mitigate this would be to impose user fees on the system, which is an approach that governments themselves have employed. While there are concerns with this strategy in a public sector context, insofar as it suggests that public bodies are failing to properly resource a core democratic accountability function, the unique size and scale in which platforms operate, as well as their commercial context, may make it more palatable as a means of controlling the flow of requests. Two other potential strategies to mitigate this challenge, both of which appear in various other models, are to allow for the dismissal of “frivolous” or “vexatious” requests, and to provide certain limits as to the scope and scale of information under request, in order to keep the queries manageable. The information management demands associated with moving to an “open by default” framework may also mean that it would be a good idea to bar retroactive requests, and only allow requests for material which was generated after the new policy came into effect, though there are potential tradeoffs to this strategy, insofar as it limits value of information requests to address harms that platforms may have previously been culpable for.
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Probably the most conceptually difficult task related to developing an information requesting mechanism for platforms revolves around the exceptions to disclosure. Among governments, there is a fairly well-established body of international standards for defining these conditions.\footnote{KARANICOLAS \& MENDEL, supra note 94, at 6–8.} Where non-governmental entities have adopted these systems, however, they often include exceptions which are materially different from those that the governments rely on, such as ICANN’s specific exception for information related to “changes, modifications, or additions to the [Internet’s] root zone.”\footnote{ICANN DOCUMENTARY INFORMATION DISCLOSURE POLICY, supra note 109.} In the case of the platforms, there may need to be special care related to the disclosure of information about moderation decision-making which would allow bad actors to “game” the system, particularly with regard to the design of automated moderation processes.\footnote{The veracity or legitimacy of this claim is discussed in FRANK PASQUALE, THE BLACK BOX SOCIETY: THE SECRET ALGORITHMS THAT CONTROL MONEY AND INFORMATION 3 (2015); see also Nicholas Diakopoulos, Accountability in Algorithmic Decision Making, 59 COMM. OF THE ACM 56, 62 (2016).} While this is a significant concern, it is worth noting that it roughly parallels a similar calculus which takes place in public sector contexts every day, with regard to law enforcement information, and the risk that disclosing operational information will make it easier for criminals to escape detection or prosecution.\footnote{A. Jay Wagner, A Secret Police: The Lasting Impact of the 1986 FOIA Amendments, 23 COMM. L. \& POL’Y 387, 388 (2018).} In order to address this problem, right to information laws typically include some kind of exception for information whose disclosure would cause meaningful harm to the efficacy of law enforcement efforts.\footnote{See, e.g., 5 U.S.C. § 552(b)(7) (2000).} However, while there may be information under request which needs to be withheld or redacted under this exception, the calculus, in a law enforcement context, has generally been that the broader public interest is better served by subjecting these agencies to requests, rather than carving them off from the scope of freedom of information or right to information legislation entirely.\footnote{Louise Cooke \& Paul Sturges, Police and media relations in an era of freedom of information, 19 POLICING \& SOC’Y 410 (2009); Wagner, supra note 136; David Cuillier, The People’s Right to Know: Comparing Harold L. Cross’ PreFOIA World to Post-FOIA Today, 21 COMM. L. \& POL’Y 433, 461 (2016).} While making this case in a private sector context is naturally more difficult, the same basic reasoning should hold true. This is a tension which will always exist in enforcement efforts, which are easier for authorities to operate if the system is flexible and vague enough to suit their whims, though with obvious tradeoffs in terms of perceived legitimacy and procedural fairness.\footnote{Musser v. Utah, 333 U.S. 95, 97 (1948).} For exactly this reason, clarity, around both the letter of the rule and how it will be implemented,
is a cardinal rule of international human rights law with regard to freedom of expression.\textsuperscript{140}

A similar challenge exists around protecting user privacy. This is a tension which platforms are constantly navigating, particularly since the Cambridge Analytica firestorm, which gave rise to parallel demands for better safeguards for personal information and for more transparency.\textsuperscript{141} Daphne Keller has also convincingly noted that there can be a particular tension here, insofar as pressure for platforms to provide more details into how they moderate content can lead them to track more, creating additional privacy risks.\textsuperscript{142} However, while there are unique aspects to the platforms’ context, the broader challenge of protecting privacy in the context of an information structure which is “open by default” is nothing new. Public sector entities are often responsible for collecting and processing vast amounts of sensitive personal data, and in most developed democracies, these entities must do so while also adhering to applicable freedom of information or right to information rules. Moreover, while there is a real tension at the core of this dynamic which must be carefully mitigated, platforms have a tendency to conflate real privacy concerns with their own business interests, with the former used as a shield to deflect against disclosures which are counter to a company’s public relations or commercial interests.\textsuperscript{143}

One additional aspect of the exceptions to disclosure which deserves special consideration is around trade secrets. Again, this is not unique to the platforms, as government freedom of information systems have to evaluate the sensitivity of private sector commercial information on a daily basis.\textsuperscript{144} However, an important element of this dynamic, as it exists among more progressive right to information legislation, is that while commercial entities may object to the disclosure of particular materials in government hands, the final decision of whether or not to release them rests with the public body (and, ultimately, with the court, or the relevant specialized oversight body, should it come to that).\textsuperscript{145}

The challenge that a platform may face in fairly applying a test regarding the
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commercial sensitivity of its own materials reinforces the need to build a measure of independence into disclosure structures, as is addressed in the next section.

D. The Facebook Transparency Board

As any journalist or researcher who has spent time grappling with America’s FOIA system can tell you, simply having a law on the books does not mean it will be implemented in the spirit of promoting strong transparency.\(^{146}\) The intent of the law, and the way that it is implemented, can be miles apart.\(^{147}\) Even carefully drafted transparency structures may provide sufficient wiggle room for recalcitrant officials to avoid disclosing material that they want to keep secret.\(^{148}\) Good right to information laws are often designed in an almost adversarial manner, on the understanding that some offices will use any possible legal avenue to skirt their obligations.\(^{149}\)

Better practice in the public sector is to delegate disclosure decisions to a specialized administrative body (an information office), and to allow for appeals against adverse disclosure decisions to an independent oversight body, typically an information commission or commissioner, though other regulators are sometimes tasked with this duty.\(^ {150}\) At ICANN, a requester who is unsatisfied with the organization’s response to an information request can pursue an independent third-party review of the decision through the Independent Review Process spelled out in that organization’s bylaws.\(^ {151}\) Likewise, the Inter-American Development Bank has constituted an Access to Information Policy External Review Panel to perform a similar function around information requests they receive.\(^ {152}\)

In a public sector context, a number of key values inform how this body should be constituted, with the most important being the availability of adequate and independently allocated resources, protection against interference through security of tenure and an independent appointments process, and the power to

---
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149. One particularly extreme example is Bangladesh’s law, which allows non-compliant officials to be personally fined if they fail to comply with their obligations. Right to Information Act (2009), § 27 (Bang.).
enforce their decisions. In the context of the platforms, the Facebook Oversight Board already incorporates a number of these values. Although there are legitimate areas of criticism with regard to the Board, particularly in terms of its limited powers and remit, the measures which Facebook took to guarantee its structural and financial independence are well in line with international better practice for constituting strong oversight structures, such as through endowing its funding through an irrevocable trust and granting it a reasonable level of independence over its appointments and dismissal process.

This is not to suggest that the Facebook Oversight Board be tasked with making transparency decisions as well. For one thing, the skill set required to assess transparency questions is distinct from the specific issues that the Oversight Board was constituted to focus on. Likewise, there are already well-documented capacity concerns with the Oversight Board. The last thing needed is to add to their workload further, by pushing them into an entirely new thematic space. However, the Facebook Oversight Board presents a promising model for a potential “Facebook Transparency Board” (or, for that matter, a Twitter Transparency Board or a TikTok Transparency Board), which could hear appeals against refusals to disclose information and otherwise resolve disputes around transparency. Such a Board could also play a broader role as a champion of transparency in the organization through, for example, recommending changes to how data is collected or administered. This is analogous to the role of a good information commission in the public sector.

In constituting such a body, it could be useful to not only learn from the Oversight Board’s strengths, but also its weaknesses. In particular, broad access
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to internal data, and the ability to make binding decisions regarding disclosure, would be important to insuring the body’s efficacy.159

The Facebook Oversight Board, along with other quasi-independent structures such as the Global Internet Forum to Counter Terrorism, could also serve as useful institutions to pilot how a requesting mechanism might be applied in the context of online platforms. The changes described in this section include significant conceptual and practical challenges which would mean, at the very least, that an “open by default” model would need to be developed over time, and implemented gradually. In the case of these standalone structures, however, there is less of a challenge with regard to sensitive personal and commercial information, since their mission is narrower and more specialized. Likewise, their status as multi-stakeholder entities (to a certain degree), and as a primary public interface to moderation efforts, should place a greater impetus for them to be on the front lines of transparency efforts. Developing an “open by default” model in these structures, complete with a requesting mechanism and an oversight or appeals structure, would be a welcome first step in assessing the viability of applying such a model to the platforms as a whole.

CONCLUSION

A persistent critique of platforms’ content moderation policies is that they are too reactive, forever working to douse the fires caused by the platforms’ policies, rather than looking ahead to mitigate challenges before they arise.160 This dynamic means that platforms effectively outsource their institutional risk management to the journalists, civil society organizations, and members of the public who monitor their operations. However, while these independent accountability structures may be able to see potential consequences that are as yet unknown to the platforms, they are nonetheless limited by a lack of access to information from the platforms’ side.161 This paper provides a formula for enhancing public oversight, both for the sake of basic democratic principles, and in order to equip these watchdogs with the tools to improve their engagement and oversight work.

It is easy for observers, and even the platforms themselves, to express their belief in the importance of transparency. Putting meaningful transparency structures in place is a much heavier lift. However, it is a necessary challenge to grapple with, given the platforms’ entrenched position at the center of our political discourse. Rather than simply pushing for one or other piece of the puzzle, which might suit a particular research paper or project, stakeholders
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should consolidate around a structural change in how data is managed and delivered, which treats transparency and public accountability as the core value underlying the operation, rather than as an afterthought.